
Anomalies are unusual occurrences 
in datasets that in some way 
differ from the rest. They do not 

fit the overall patterns. Two hundred and 
fifty years have passed since Bernoulli 
first published his initial research into 
anomalies, yet the notion of the anomaly 
remains vague and no complete overview 
of the various types of anomalies has 
been published – until now. In his recent 
publication ‘On the Nature and Types 
of Anomalies: A Review of Deviations in 
Data’, Dr Ralph Foorthuis, Global Domain 
Architect Data at HEINEKEN, defines 
the concept of the anomaly and offers a 
comprehensive overview of all anomaly 
types and subtypes.

The process of analysing data to identify 
such atypical occurrences, known 
as anomaly detection, is considered 

essential for both academia 

intelligence (AI), it digresses from what 
is deemed to be normal in terms of the 
data. Foorthuis’ study focuses on data 
anomalies that can be detected using 
unsupervised algorithms; thus, it is based 
on the intrinsic properties of the data 
rather than on prior knowledge, decisions, 
or model training. In this context, he 
explains, an anomaly can be defined 
more precisely: it ‘is a case, or a group of 
cases, that in some way is unusual and 
does not fit the general patterns exhibited 
by the majority of the data’. 

A TYPOLOGY OF ANOMALIES
Where a classification employs only 
one dimension to distinguish between 
relevant elements, a typology uses two 
or more dimensions simultaneously. This 
makes it a suitable vehicle to discriminate 
between complex concept types. Along 
with presenting a fundamental and 
summarised description of the general 
concept, this innovative typology of 
anomalies provides a thorough and 
mutually exclusive overview of the 
separate but related anomaly types.
Foorthuis defines the idea of the 
anomaly using five fundamental data 
dimensions that define both the types 
and subtypes of anomalies. These are 
data type, cardinality of relationship, 
anomaly level, data structure, and data 
distribution. Three key dimensions – 
data type, cardinality of relationship, 
and anomaly level – are depicted in 
the visual framework in Figure 1. They 
each represent a definitive principle 
describing a fundamental characteristic 
that distinguishes between the three 
groupings of anomalies and divides them 
into nine rudimentary anomaly types. 

FUNDAMENTAL DATA DIMENSIONS 
Data type describes the variables 
capturing the anomalous behaviour as 
either quantitative (numerical) in nature, 
qualitative (categorical), or mixed with 
both numerical and categorical attributes.

Cardinality of relationship characterises 
how the different attributes relate 

Demystifying the anomaly
Anomaly detection is considered essential for academic research and 
industrial practice. It is employed for a broad range of purposes, including 
fraud detection, data quality analysis, security scanning, and system 
and process monitoring. The concept of the anomaly, however, has 
remained vague. Now, Dr Ralph Foorthuis, Global Domain Architect Data 
at HEINEKEN, defines the anomaly and provides a complete overview 
of its types and subtypes. His novel typology can be used to evaluate 
unsupervised anomaly detection algorithms and understand and explain 
the findings of data analyses. 
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and industrial practice. It is used for a 
broad range of purposes, including fraud 
detection, security monitoring, data 
preparation, data quality analysis, novelty 
discovery, and system and process 
control. Foorthuis describes how ‘despite 
abundant research and valuable progress, 
the field of anomaly detection cannot 
claim maturity yet. It lacks an overall, 
integrative framework to understand the 
nature and different manifestations of 
its focal concept, the anomaly’. His first 
step in filling this void was to conduct 
an extensive review of the literature to 
underpin the typology and provide an 
overview of the different anomaly types 
from prior research.

DEFINING THE ANOMALY
In its simplest sense, an anomaly is 
uncharacteristic and different to what is 
expected. Sometimes, it is referred to as 
an outlier, deviant, novelty, or discord. In 

statistics, data mining, and artificial 
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The value of the typology lies in 
offering a theoretical yet tangible 

understanding of the concept of the 
anomaly and its manifestations.

to each other when they describe 
deviant behaviour. There can be 
multivariate dependence between 
attributes that are jointly accountable 
for the irregular behaviour, or univariate 
independence where attributes are 
individually responsible.

Anomaly level distinguishes between 
atomic anomalies that are singular 
cases or data points, and aggregate 
anomalies, manifesting themselves as 
groups or clusters.

The remaining 
dimensions – data 
structure and data 
distribution – are 
used to differentiate 
between the anomaly 
subtypes contained 
in the cells of the 
framework. For example, anomalies 
manifest themselves differently in data 
structures such as time series, graphs, 
images, videos, and cross-sectional 
and spatial data formats. Using these 
five data-oriented dimensions to define 
the data anomaly, Foorthuis provides 
an overview of three broad groups of 
anomalies made up of nine basic types 
and 63 subtypes. He has also published 
data plots and real-world examples of 
many anomaly types and subtypes using 
data from the Polis Administration, an 

official register with master data of the 
salaries, social security benefits, pensions, 
and income relationships of people in 
the Netherlands.

The value of the typology lies in 
offering a theoretical yet tangible 
understanding of the concept of 
the anomaly and its manifestations, 
assisting researchers with evaluating 
detection methods, and contributing 
to explainable anomaly detection. The 
video Taming the Anomaly uses data 

plots and animated examples to provide 
an accessible overview of the different 
types of anomalies.

EVALUATION OF ANOMALY 
DETECTION ALGORITHMS
This typology of anomalies is intended to 
facilitate the systematic evaluation of the 
functional capabilities of unsupervised 
anomaly detection algorithms. Foorthuis 
explains that with the broad assortment 
of anomalies, individual algorithms are 
unable to identify all types. Researchers 

can use his predefined typology to state 
which types and subtypes of anomalies 
can be detected, thus providing objective 
insights into their anomaly detection 
algorithms’ functional capabilities. The 
typology can also be used to ensure 
that the relevant anomaly (sub)types are 
injected into the test dataset. 

EXPLAINABLE 
ANOMALY DETECTION
Many anomaly detection algorithms can 
detect multiple subtypes and generate 

anomaly scores or 
labels, but they do not 
provide explanations 
as to how a particular 
anomaly differs from 
the majority of the 
data. The framework 
explains the nature 
of the identified 

anomaly, describing how it deviates from 
normal cases with regard to its main 
data characteristics. 

For example, a general-purpose anomaly 
detection method may be able to detect 
12 anomaly subtypes. This obviously 
covers a wide variety of data deviations, 
which warrants further analysis to 
understand the black box results. The 
typology can be employed to explain 
each anomalous occurrence in terms of 
the (sub)type it belongs to and the five 

Quantitative attributes
Numerical data

Qualitative attributes
Categorical data

Mixed attributes
Numerical and categorical data

C
ar

di
na

lit
y 

of
 R

el
at

io
ns

hi
p

Types of Data

Type I – Uncommon 
number anomaly

2 anomaly subtypes

Type II – Uncommon 
class anomaly
2 anomaly subtypes

Type III – Simple 
mixed data anomaly

2 anomaly subtypes

Type IV – Multidimensional 
numerical anomaly

7 anomaly subtypes

Type V – Multidimensional 
categorical anomaly

3 anomaly subtypes

Type VI – Multidimensional 
mixed data anomaly

12 anomaly subtypes

Type VII – Aggregate 
numerical anomaly

10 anomaly subtypes

Type VIII – Aggregate 
categorical anomaly

3 anomaly subtypes

Type IX – Aggregate 
mixed data anomaly

22 anomaly subtypes

A
nom

aly Level

A
tom

ic
Individual case / data point

A
ggregate

G
roup / collective

M
ul

tiv
ar

ia
te

D
ep

en
de

nc
e 

be
tw

ee
n 

at
tr

ib
ut

es
U

ni
va

ria
te

In
de

pe
nd

en
ce

A g g r e g a t e    a n o m a l y

A t o m i c    m u l t i v a r i a t e    a n o m a l y

A t o m i c    u n i v a r i a t e    a n o m a l y

Figure 1. This visual framework depicts three key dimensions of the anomaly: data type, cardinality of relationship, and anomaly level.
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relationships between attributes, is able 
to analyse very large datasets, has no 
problem with missing values or duplicate 
cases, and could be implemented 
for parallel processing architectures. 
This all has positive effects on time 
performance and security. Foorthuis 
presents an evaluation of SECODA 
using data from the Polis Administration 
that demonstrates how SECODA, and 
anomaly detection in general, can be 
deployed to improve data quality.

THE BROADER PERSPECTIVE
This research reveals that in addition to 
the algorithms and the anomaly detection 
process, academics and practitioners 

should consider 
using a data-centric 
approach to analyse 
anomalies – and 
not focus solely on 
algorithms and/

or domain knowledge. This will aid their 
understanding of the data and could 
provide opportunities to explore new 
knowledge. Foorthuis suggests that the 
bigger picture of anomaly analysis and 
detection should be embraced rather than 
limiting the field to anomaly detection. 
‘After all, in addition to detecting 
anomalies it is important to understand 
and explain why a given occurrence is 
anomalous, especially because follow-up 
actions are often required to manage the 
identified deviations.’

a lot of noise. Their identification entails 
resolving a delicate balancing problem 
where anomalousness and normalness 
must both be considered. Traditional 
anomaly detection algorithms do not 
usually detect them, but if they are 
recognised, they will only be assigned a 
modest anomaly score.

SECODA 
Foorthuis has also developed SECODA 
(SEgmentation- and COmbination-based 
Detection of Anomalies), an anomaly 
detection algorithm for mixed data. He 
has deliberately kept SECODA simple, 
restricting it to basic data operations, 
control flows, and set-based actions to 

demonstrate that complex anomalies 
can be detected by a relatively simple 
algorithm. It also allows practitioners 
to implement the algorithm on basic 
platforms that do not offer support for 
advanced analytics. Furthermore, it allows 
for in-database analytics, so the data 
in the database can be analysed with 
SECODA, avoiding the need to export 
the data to another analytics application. 
SECODA has no need for resource- 
and memory-intensive point-to-point 
calculations, can deal with all kinds of 

dimensions that describe the nature of 
the deviation. Figure 2 provides some 
examples. Understanding the anomaly 
is valuable as a goal of its own, but it is 
also a requirement if follow-up actions 
are taken, such as acting upon suspicious 
behaviour or implementing automated 
checks in systems. 

HIGH-DENSITY ANOMALIES AND 
OTHER CONCEPTUAL VARIATIONS
Not all anomalies are the traditional, 
isolated occurrences in low-density areas. 
For example, they can be different in 
terms of only one or two of their attributes 
and exhibit normal behaviour with regards 
to the other variables. Detecting such 
cases can unmask 
misbehaviour. For 
example, when 
attempting to commit 
fraud, people or 
organisations will try 
to keep their actions close to normal, 
legitimate actions.

Foorthuis has discovered another such 
variation, the high-density anomaly. 
This anomaly occurs in a highly normal 
neighbourhood. High-density anomalies 
differ from the norm but occur in relatively 
high-density regions of the data space. 
They hide among the most normal 
data points. High-density anomalies 
are especially pertinent in misbehaviour 
detection or when the dataset contains 

High-density anomalies are especially 
pertinent in misbehaviour detection.
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Extreme tail value (ST-Ia) - Has 
an extremely high numerical 
value on the individual attribute 
y (i.e. a classical outlier)

Peripheral point (ST-IVa) - Lies 
outside the relatively dense 
multivariate clusters due to an 
unusual combination of nume-
rical values on attributes x and y

Incongruous common 
class (ST-VIa) - Has a 
categorical value on the 
attribute color that in 
itself is (globally) not 
rare, but is uncommon 
in its own neighborhood 
defined by numerical 
attributes x and y

Global density anomaly (ST-IVd) - Several in-
dividual cases positioned close to each other 
with regard to values on numerical attributes 
x and y, while the rest of the dataset consists 
of noise and/or large clusters

Isolated intermediate value (ST-Ib) -
Lies in between the dense regions of 
the individual numerical attribute x

This dataset consists of two numerical attributes 
(x and y) and one categorical attribute (color)

Unusual class (ST-IIa) - Has a unique qualitative 
value for the individual categorical attribute color

Because ST-IIa and ST-VIa are positioned in a 
dense cluster, they can also be considered high-
density anomalies (HDAs) – but note that they do 
not necessarily have to be HDAs in other datasets.

Figure 2. Examples of data deviations.
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References Personal Response
What have been the main challenges in 
developing this comprehensive theoretical 
conceptualisation of anomalies?

 The incredible richness of the field proved to be a 
significant challenge. Early versions of the framework 
and anomaly types were published in 2017 and 2018. 
When presenting the typology at the IPMU 2018 
conference, I got some valuable feedback. I assumed 
then it would take only a couple of months to finish 
my work, but it actually demanded a couple of years! 
The field is simply too complex and too extensive for 
it to be quickly mapped. Being active as a practitioner 
was another complicating factor, leading to lots of 
struggles with time and my personal life... But I always 
felt this was an important research project. ‘On the 
Nature and Types of Anomalies’ is essentially the 
publication that I searched for many times because I 
needed it for my evaluations of detection methods, 
and always thought I would find it eventually. But I 
didn’t, and I’m still surprised that nobody apparently 
thought of doing this before.�
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See the video Taming the Anomaly for an accessible 
overview of anomaly types by means of data plots and 
animated examples.
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